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ABSTRACT

DERIVATION AND APPLICATION OF A MULTI-PARAMETER GAMMA MODEL
FOR ANALYZING THE RESIDENCE TIME DISTRIBUTION FUNCTION FOR
NON-IDEAL FLOW SYSTEMS AS AN ALTERNATIVE TO THE ADVECTION

DISPERSION EQUATION

Irucka Embry, Graduate Student
Department of Civil and Environmental Engineering

A karst aquifer is modeled as a non-ideal flow system. Due to the complexity of 

possible flow paths in karst aquifers, it is difficult to create a mathematical 

framework to model the flow of contaminants and other particles through the 

aquifer. This project focuses on the mathematical development and application 

of a new residence time distribution (RTD) function for quantitative dye studies 

as an alternative to the traditional advection dispersion equation (ADE). This 

new method is based on a jointly combined four parameter gamma probability 

density function (PDF). The gamma residence time distribution (RTD) function 

and its first and second moments are derived from the individual two parameter 

gamma distributions of the randomly distributed variables tracer travel distance 

and linear velocity which is based on their relationship with time. The purpose 

of this project was to compare the gamma RTD model, after being 

validated with laboratory data, to the ADE RTD model for a quantitative 

field tracer study performed at Mammoth Cave National Park. Generally, a 
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tracer study is performed to qualitatively or quantitatively approximate the flow 

conditions. The quantitative results of the tracer experiment are displayed in the 

tracer breakthrough curve which represents the effluent tracer concentration 

over time. The breakthrough curve can be used to determine the residence time 

distribution (RTD) function. The RTD function numerically describes the time that

particles have spent reacting in a system. The normalized forms of the gamma 

RTD and the advection dispersion equation RTD were compared with the 

normalized tracer RTD. The normalized gamma RTD function had a lower 

mean-absolute deviation (MAD) than the normalized advection dispersion 

equation when compared to the normalized tracer RTD function. The gamma 

RTD function is tied back to the actual physical site due to its randomly 

distributed variables. This verification suggests that the gamma RTD function is 

a suitable alternative to the advection dispersion equation RTD function for 

quantitative tracer studies of karst aquifers and other non-ideal flow systems. 
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CHAPTER 1

INTRODUCTION

1.1 Residence Time Distribution

Researchers have used the distribution of residence times to examine the characteristics of a 

non-ideal flow reactor or system. The distribution of residence times or the residence time 

distribution (RTD) was first proposed to analyze chemical reactor performance in a paper by

MacMullin and Weber in 1935 [1, 2, 3]. It was not until after Danckwerts’ publication of 

“Continuous Flow Systems. Distribution of Residence Times,” in 1953, that the RTD theory 

was organized in a more structured manner and most of the distributions were classified 

[2-5]. Many people still use Danckwerts’ work as their foundation for analysis of systems 

with the RTD model. The residence time distribution of a system characterizes the mixing 

that happens in a system and the quantity E(t) is the residence time distribution function. 

This function describes quantitatively the amount of time that different fluid particles have 

spent in the system. E(t) is also a probability density function (PDF) that defines the 

probability that a particle entering the system will remain there for a time t (see [1-8] for a 

thorough explanation of the background theory to mixing and RTD). 

A non-ideal flow system can be modeled as a chemical reactor as this work started in 

chemical engineering. The main types of reactors, referred to in the literature, are: 1) the 

batch reactor; 2) the complete-mix reactor which can also be called the continuous-flow
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stirred tank reactor (CFSTR), continuous-stirred tank reactor (CSTR), or backmix reactor

in chemical engineering literature; 3) the plug-flow reactor (PFR) also referred to as the 

tubular-flow reactor or plug-flow tubular reactor; 4) complete-mix reactors in series; 5) 

the packed-bed reactor; and lastly 6) the fluidized-bed reactor. Our research focuses on 

modeling non-ideal flow systems as a plug-flow reactor. The plug-flow reactor when 

modeled ideally has instantaneous and complete dispersion, but this is not the case in a 

non-ideal PFR. Non-ideal flow happens when some flow particles reach the outlet before 

the main portion reaches the same exit – that is assuming that all the particles entered the 

inflow at the same time [2-3, 7]. The important aspect of non-ideal flow, for the work that 

we concentrate on in our environmental engineering program with regards to 

bioremediation and karst aquifers, is that a part of the flow will not stay in the system long

enough for biochemical reactions to go to completion.

In an ideal plug-flow reactor the fluid molecules move in the system with little or no axial 

or longitudinal mixing (or dispersion) and leave the reactor in the same sequence that they 

entered the system. It is important to note that in addition to the limited role of axial 

dispersion in an ideal PFR there can also be movement due to advection and dispersion. 

“Advection is the process of dissolved or colloidal particle movement with the flow 

velocity. Dispersion is the axial or longitudinal molecule movement which is caused by 

velocity differences, turbulent eddies, and molecular diffusion.” “In an ideal PFR the 

molecules are treated the same and are kept in the reactor for a time that is equal to the 
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theoretical detention time (volume V over the volumetric flow rate Q). This flow regime is

best approximated in long open tanks where the longitudinal dispersion is either minimal 

or not present and with a high length-to-width ratio. Essentially all particles leaving the 

ideal PFR and batch reactor have been inside of it for the same length of time thus having 

the same residence time. The time that molecules have spent in the reactor or system is the

residence time of the particles in the reactor. The various molecules in the system spend 

different times inside the reactor in the other reactor types, thus there is a particle 

distribution of residence times within the reactor. This distribution can affect the 

performance of any reactor. Many of the particles leave the system after spending a time 

close to the mean residence time. The residence time distribution (RTD) of a system can 

be defined by the mixing that occurs in the system. Axial mixing does not occur in a PFR 

and this is shown in the RTD curve produced by this type of reactor. The 

continuous-stirred tank reactor (CSTR) is thoroughly mixed and displays a different RTD 

curve than the plug-flow reactor. The RTD curve displayed by a given reactor provides 

information about the mixing that occurs within the system. Further analysis of the RTD 

curve provides information about the time that molecules spend in the system” [2-3, 7]. A 

karst aquifer is an example of a non-ideal flow system.

More specifically, the operation of a non-ideal flow chemical reactor is analogous to a 

contaminant release into a karst aquifer and the eventual discharge of this contaminant at a

down gradient spring or other exit point [9]. What exactly is karst?
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1.2 Karst Terrain

“Karst is a term used to describe a distinctive set of physical conditions, landforms, 

hydrology, and bedrock attributes that may be present in areas that are underlain by bedrock 

that are appreciably soluble in water, such as limestone, dolomite, and gypsum. Karst is a 

term used to denote areas that contain surface and subsurface features, such as fissures; 

tubes; cavern openings; caves; losing, sinking, gaining, and underground streams; springs; 

sinkholes; karst windows; and a unique hydrogeology that results in aquifers that are highly 

productive but extremely vulnerable to contamination. Nearly all surface karst features are 

formed by internal drainage, subsidence, and collapse caused by the development of 

underlying caves. In the United States, about 40% of the groundwater used for drinking 

comes from karst aquifers.” Other features of karst topography include “low density of 

surface water drainageways, closed depressions with internal drainage, groundwater levels 

that may vary appreciably over relatively short distances, thin soils, high flow rate springs, 

and hard groundwater and bicarbonate chemistry in streams.” [10-14]

“Karst hydrogeology is typified by a network of interconnected fissures, fractures and 

conduits emplaced in a relatively low-permeability rock. Most of the groundwater flow and 

transport occurs through the network of openings, while most of the groundwater storage 

occurs in the matrix. As a result, most karst aquifers are highly heterogeneous and 

anisotropic, and much of karst research has focused on developing innovative approaches 

for better understanding and managing these valuable water resources” [10].
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“Karst terrain is present in 18% of the lower 48 states of the United States and 25% of the 

world. Rather than overland flow through streams, karst water flows below ground through 

systems of conduits and fractures until it emerges as a spring. Surface drainage through 

stream networks disappears, and sinkholes replace these features as the subsurface flow 

increases due to ever-enlarging conduits. Subsurface water in these systems moves very 

quickly to a spring, similar in speed to pipeflow. A myriad of local planning problems are 

specific to karst landscapes, including sinkhole collapse, sinkhole flooding, and an easily 

pollutable groundwater supply. In non-karst areas, groundwater moves far more slowly, and 

this laminar flow and contact with soil and soil organisms allows for greater removal of 

contaminants from groundwater than in karst regions” [13]. Figures 1.1 and 1.2 provide an 

overview of the karst terrain expected over the continental United States. 
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6

Figure 1.1  United States Geological Survey (USGS) Karst Interest Group 
(KIG) Karst Map displayed on their Web site, each karst aquifer is 
denoted by a different color pattern on the map [10].



1.3 Why are Karst Aquifers so Important?

As aforementioned in section 1.2 and shown in Figures 1.1 and 1.2, approximately 18% of

the United States’ and 25% of the world’s terrain are karstic in nature and about 40% of 

the United States drinking water supplies comes from groundwater in karst aquifers. The 

groundwater in karst aquifers like most other groundwater sources are subject to 

contamination, but karst aquifers are more susceptible. Karst aquifers, generally, have a 

more direct connection to surface activities and surface runoff and pollutants can quickly 

7

Fig
ure 1.2  United States Geological Survey (USGS) and National Cave and Karst Research 
Institute (NCKRI) Preliminary National Karst Map, this map shows potential karst areas in 
the continental United States over geologic domains where the blue, green, and purple areas 
constitute carbonate rocks and the orange areas are evaporite rocks [15].



travel to karst groundwater systems [14]. The karst aquifer can include subsurface conduit

networks (pipelines) which occur with sinkholes and sinking streams. Also, the water and 

the solute (dissolved particles) in the water will flow through the karst aquifer into the 

groundwater system without natural filtering or sorption (sticking) of the solute to soil 

particles [16]. Due to the sinking streams, sinkholes, and other karst features, it is hard to 

investigate karst to better model the groundwater movement and solute transport in karst 

aquifers. Hence those processes are still poorly understood and understanding those 

processes requires innovative methods of investigation [17]. The heterogenous nature of 

karst aquifers which makes it hard to model and investigate also makes it hard to directly 

applied Darcy’s equations for groundwater flow (used widely in hydrogeology and 

hydrogeological applications). Darcy’s equations can work in an ideal karst aquifer which 

meets the requirements for Darcy’s flow parameters, but not in most real aquifers [9, 

17-19]. The residence time distribution function discussed in 1.1 is an innovative method 

that has been used to investigate karst aquifers. It is this method that will be discussed 

throughout this Thesis for analysis of a karst aquifer at Mammoth Cave National Park in 

Kentucky.

1.4 Thesis Problem Statement

The purpose of this project was to compare the gamma RTD model to the advection 

dispersion equation RTD model for a quantitative field tracer study performed at 

Mammoth Cave National Park, Kentucky.
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1.5 Thesis Objective

The objective of this Thesis research was to determine whether the gamma RTD model is 

better than the advection dispersion equation RTD model at providing useful information 

derived from the RTD curve.

1.6 Thesis Techniques

First, the four parameter gamma RTD model was derived along with its first moment (mean 

residence time) and its second moment (variance or spread of the distribution). Second, a 

dye tracer study was performed at Mammoth Cave National Park to be able to produce a 

RTD curve. Third, the results of the tracer study were applied to the gamma, the advection 

dispersion equation, and the tracer RTD models. Using the mean-absolute deviation from 

the tracer RTD model, the best model would be determined, i.e., either the gamma or the 

advection dispersion equation RTD model.

1.7 Thesis Organization

Chapter 2 contains a discussion of the various theories involved in this Thesis research. 

Chapter 3 will discuss the dye tracer study completed at Mammoth Cave’s Shaler’s Brook 

and Devil’s Cooling Tub. Chapter 4 will contain the data analysis of the tracer study. 

Chapter 5 contains the Conclusions and Recommendations for further research. Following 

Chapter 5 are the References. Appendix A, which follows the References, contains the raw 

quantitative tracer study data from Shaler’s Brook and Devil’s Cooling Tub. Appendix B 

includes the GNU Octave script and function M-files for computing the gamma RTD 
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function. Following the Appendices is the Biographical Sketch.
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CHAPTER 2

NON-IDEAL FLOW LITERATURE REVIEW

2.1 Residence Time Distribution for Non-Ideal Flow Reactors

Researchers have used the distribution of residence times to examine the characteristics of a 

non-ideal flow reactor or system. The distribution of residence times or the residence time 

distribution (RTD) was first proposed to analyze chemical reactor performance in a paper 

by MacMullin and Weber in 1935 [1, 2, 3]. It was not until after Danckwerts’ publication 

of “Continuous Flow Systems. Distribution of Residence Times,” in 1953, that the RTD’s 

theory was organized in a more structured manner and most of the distributions were 

classified [2-5]. Many people still use Danckwerts’ work as their foundation for analysis of

systems with the RTD model. The residence time distribution of a system characterizes the

mixing that happens in a system and the quantity E(t) is the residence time distribution 

function. This function describes quantitatively the amount of time that different fluid 

particles have spent in the system. E(t) is also a probability density function (PDF) that 

defines the probability that a particle entering the system will remain there for a time t (see

[1-8] for a thorough explanation of the background theory to mixing and RTD). Equation 

(1) is generally used to determine the RTD function [2, 7]

E(t )=
C (t)

∫
0

∞

C (t)dt (1), where C(t) is the concentration of the tracer over time and the plot 
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of C(t) versus time is the tracer breakthrough curve

It is important to note that all molecules will eventually leave the system (this is also a 

method used to normalize the distribution) [2, 3, 8], thus 

∫
0

∞

E( t)dt=1
(2)

Two important parameters derived from the RTD function are the mean residence time (tm)

[2, 7]

t m=

∫
0

∞

tE( t )dt

∫
0

∞

E (t)dt
=∫

0

∞

tE (t )dt (3)

and the first moment about the mean of the RTD function (distribution variance or σ2) [2]

σ
2
=∫

0

∞

(t−t m)
2 E(t )dt (4)

Although the RTD was originally applied to designing chemical reactors, the RTD has 

been used in a variety of other applications (see [1-9, 20-38] and their references for both 

a thorough discussion of the RTD and its widespread applications). The RTD has also 

been discussed in the literature as the detention time distribution (DTD) [39], transit time 
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distribution (TTD) [40], travel time distribution [41-43], and hydraulic residence time 

distribution (HRTD) [44-45]. Some researchers concentrate their efforts on obtaining the 

parameters derived from the RTD function to characterize the flow patterns that they are 

analyzing [46-47].

Generally, the main model used to describe the residence time distribution of a system has 

been the single parameter advection dispersion equation or model (ADE) [7, 9, 30, 32-38, 

41, 43]. In the literature, the ADE has also been called the axial dispersion or diffusion 

equation or model (AxDE) or (ADM) [2, 3, 5-6, 8, 20-21, 24-26, 29]; the advection 

diffusion equation or “diffusion with bulk flow equation” [21]; or the convection 

dispersion or diffusion equation (CDE) [29, 48-49]. This model equation exhibits a RTD 

function curve which can appear Gaussian based on the conditions [30]. This model with 

its single parameter and Gaussian-shaped curves are inadequate for visualizing the 

non-ideal flow RTD [20, 30, 37-38]. Also, it is true that the symmetric ADE 

Gaussian-shaped curve predicts a finite tracer concentration at time = 0, but this is not 

true for the ADE solution at that time (see Chapters 4 and 5 for more details). Lastly, the 

ADE Gaussian-shaped curve does not fully display the fullness of tracer breakthrough 

curves that generally have long upper tails [37]. Thus, we decided to derive a RTD 

function for non-ideal flow systems by combining 2 two parameter gamma distributions. 

The gamma distribution resembles many natural processes and it has been used widely in 

complex applications thus it is a good model for non-ideal flow systems (see [39-43, 
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50-61] for both a thorough discussion of the gamma distribution and its various 

applications).

This jointly combined four parameter gamma model allows for more flexibility to account 

for the nonlinear aspects [40-41] of a non-ideal flow system than the single parameter 

ADE model; however, the gamma distribution’s two parameters (α, β) do not have a clear 

physical interpretation associated with them [40] like the ADE model does with the Péclet 

number. To address this issue, the gamma distribution for the RTD was derived based on 

the assumption that the tracer travel distance and linear velocity of the system were 

gamma distributed random variables. This assumption solves the problems regarding the 

physical interpretation as α1β1 is associated with the mean travel distance of the tracer 

molecules while (α2-1)β2 is associated with the mean travel linear velocity (mean travel 

distance/mean time in the system). Thus we assume that the solute moves with the water. 

We also assume that the ratio α1β1/(α2-1)β2 is approximately equal to the mean residence 

time or the mean time in the system (tm). The resulting four parameter model is robust and 

better able to fit the normalized tracer RTD curve (see Chapter 4 for the comparison of 

the normalized RTD curves). In addition, the model parameters’ relationship to the linear 

velocity and the travel distance of the actual system simplifies the parametization of the 

model by reducing the degrees of freedom from four to two.

Regarding non-ideal flow systems, we are assuming the system is isothermal and 

homogeneous and that the volume changes during the tracer study are assumed to be 
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negligible [5-6]. We are also assuming that the time domain is steady state rather than 

transient. [2, 5-8] provides a thorough explanation of non-ideal flow systems. As discussed

in Chapter 1, a karst aquifer is an example of non-ideal flow.

2.2 Derivation of the four parameter gamma RTD model

We are assuming that the residence time of tracer particles is similar to travel times of 

discrete water molecules in a non-ideal flow system along flow paths. The flow paths for 

discrete water particles vary in length and local hydraulic gradient and cross-section. 

Tracer sample concentration as a measure of the tracer flux at a given time is randomly 

distributed, but this paper does not apply a residence time distribution directly to the 

concentration data. Instead the arrival of molecules at the sampling point at a particular 

time is seen as a random event dependent on the distance it traveled and the speed at 

which it traveled. Thus, the relationship between travel distance and velocity reflected in 

the space time (τ) for a non-ideal flow system

τ=
V eq

Q
=

L̄ Aeq

v̄ Aeq

=
L̄
v̄

(5), where both L and v represent independent random variables

For modeling non-ideal flow systems it is important to address the interaction of L and v 

because their independent values relate directly to important characteristics of the system. 

Specifically, distance traveled and the straight line distance between the injection and 

sampling point(s), localized hydraulic gradient(s), and flow cross-section(s) along the flow
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path. It is for this reason that describing the tracer breakthrough curve in terms of a 

distribution derived from the joint PDF for L and v should provide better insight regarding

the RTD for a non-ideal flow system.

The literature suggests that the gamma distribution does well in describing tracer 

breakthrough curves for non-ideal flow systems [37-39, 40-43]. The gamma distribution 

which is frequently used as a probability model for waiting times seems to adequately 

reflect the “long tail to the right” often observed in tracer breakthrough curves [33]. Based

on this observation we assumed that L and v are independent random variables (irv) that 

have gamma PDFs as follows:

 

f L( x1)=
x1

α1−1
e

−x1

β1

Γ(α1)β1
α1

;α1≥1 ;β1≥0, x1≥0 (6), where α1 and β1 are the shape and scale 

parameters of the two parameter gamma distribution, respectively and Γ(α) is the gamma 
function [50-55]

Γ(α)=∫
0

∞

xα−1 e−x dx (7)

f v (x2)=
x2

α 2−1
e

−x2

β2

Γ(α2)β2
α2

; α2≥1 ;β2≥0, x2≥0 (8), where α2 and β2 are the shape and scale 

parameters of the two parameter gamma distribution, respectively and Γ(α) is the gamma 
function [50-55]
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f (x)=
xθ−1e

−x
ϕ

ϕ
θ
Γ(θ)

; x>0 ;θ ,ϕ>0 (9), this is the general formula for a two parameter gamma 

distribution where θ and φ are the shape and scale parameters of the distribution, 
respectively and Γ(θ) is the gamma function [62]

(The following mathematical discussion and Equations (10) – (16) are from [62]) “The 

distribution of residence time (t) is derived from the Mellin convolution of the distribution 

of quotients of random variables

where the PDF of the quotient

Y=
X1

X2

=(X1)( 1
X2 ) (10), where Y = t and X1 = L and X2 = v 

of two nonnegative irv’s with PDFs fL(x1) and fv(x2) is expressible as the Mellin 
convolution

h2( y )=∫
0

∞

x2 f L( yx2) f v (x2)dx2 (11)

of fL(x1) and g2(1/x2). This is established by utilizing a transformation

Y=
X1

X2

, X2=X 2 (12)

the inverse of which is
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X1=YX 2, X2=X 2 (13)

As the Jacobian of the transformation (13) is 

J=∣
∂ x1

∂ y

∂ x1

∂ x2

∂ x2

∂ y

∂ x2

∂ x2

∣=∣x2 y
0 1∣=x2 (14)

the joint PDF f(x1, x2) = fL(x1)fv(x2) is transformed into g(y, x2), where

where

g( y , x2)= f L ( yx2) f v (x2)∣J∣=x2 f L ( yx2) f v (x2) (15)

On integrating Equation (15) with respect to x2, one obtains the Mellin convolution {in 

our case the PDF for the residence time (t) is given by the marginal probability in Equation

(16)}

h2( y )=∫
0

∞

g( y , x2)dx2=∫
0

∞

x2 f L ( yx2) f v (x2)dx2 (16) 

Equation (16) represents the PDF of the quotient random variable Y = X1/X2”

f L( yx2)=
x2 y

α 1−1
e

−x2 y
β1

Γ(α1)β1
α 1

(17)
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f v (x2)=
x2

α 2−1
e

−x2

β2

Γ(α2)β2
α2

(18)

h2( y )=∫
0

∞

x2( x2 y
α1−1

e
−x2 y
β1

Γ(α1)β1
α1 )( x2

α2−1
e

− x2

β2

Γ(α2)β2
α 2 )dx2

(19)

make constant C=
yα 1−1

Γ(α1)Γ (α2)β1
α1β2

α2
(20)

h2( y )=C∫
0

∞

x2
α1+α2−1

e
−x2( y

β1
+

1
β2 )dx2 (21)

The solution to Equation (21) provides the PDF of the residence time or the combined 

four parameter gamma RTD model noted as E(t) in Equation (22)

E(t )=
Γ(α1+ α2)

Γ(α1)(α2)
(β1

β2 )
α 2

(
tα1−1

(t+ β1

β2
)
α1+ α 2 ); α1 ,α2 ,β1,β2≥0

(22)

taking the first moment of Equation (22) about the mean using Equation (3) gives

tm=(β1

β2 )(
α1

α2−1 ) (23)

where the mean travel distance is 

L=α1β1 (24)
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and the mean travel linear velocity is

v=(α2−1)β2 (25)

Taking the second moment of Equation (22) about the mean using Equation (4) gives

σ
2
=(β1

β2 )
2

(
α1

α2−1 )(
α1+1
α2−2

−
α1

α2−1 ) (26)

The individual distributions of L and v provide insight into predicting the characteristics of

the transformed distribution. 

Assistance in deriving the intermediate steps between Equations (21) and (22), between 

Equations (22) and (23), and between Equations (22) and (26) came from [63-66]. 

2.3 Advection Dispersion Equation RTD Model

The one parameter advection dispersion equation RTD model is obtained from the 

dimensionless effluent tracer concentration in Equation (27) which is derived from the 

solution to Danckwerts’ “Open-Open System Boundary Conditions” and then applying 

Equation (1) to Equation (27) to produce Equation (28) [2, 3]

Ψ(1,θ)=
CT (L ,t )

CT 0

=
1

2√πθ
Pe

exp[
−(1−θ)

2

4θ

Pe ] (27), Equation (27) is derived in [2, 3]
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E(t )=
Ψ(1,θ)

∫
0

∞

ψd θ (28), Equation (28) is modified from the E(t) presented in [2, 7]

The Péclet number (Pe) in Equation (27) is computed via Equation (29) after both the 

mean residence time and the distribution variance are calculated

σ2

tm
2
=

2
Pe

+
8

Pe2 (29), Equation (29) is derived in [2]

t m=(1+
2

Pe ) τ (30), solving Equation (30) provides the space time (τ) [2]
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CHAPTER 3

METHODS AND MATERIALS

3.1 Application of the Gamma RTD Function to a Karst Field Site

The gamma RTD function was tested on the mixed flow karst aquifer at Mammoth Cave

National Park, Kentucky (Figure 3.1).1 Previous tracer studies performed at Mammoth 

1The description of the diagram in Figure 3.1 follows: “The open circles indicate sinkholes that are water 
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Figure
3.1  Diagram displays the types of flow possible in karst aquifers, from diffuse flow through 
mixed, to conduit flow [14]. This research was done at Mammoth Cave, Kentucky, which is 
considered a mix of diffuse and conduit flow, perhaps more conduit than diffuse. (adapted from 
[67])



Cave have contributed to our understanding of complex karst aquifers [14, 16, 68-69]. 

This quantitative tracer study furthers the goal to help us better understand the karst 

system with a new analytical RTD method based on the gamma distribution.

To determine the residence time distribution function a quantitative tracer study was 

performed with the fluorescent dye Rhodamine WT-20. The reader is referred to several 

review articles [14, 16, 46, 69-71] for a discussion of this and other tracer dyes. A method 

described by Mull et al., was modified to calculate the amount of rhodamine dye needed 

for this tracer study [14]. Equation (31) provides an estimate of the dye required to 

achieve a quantified dye study.  Table 3.1 includes information that we used for D in 

Equation (31).

W d=1.478√( DQ
V ) (31)

where 
Wd = the mass of the fluorescent dye in kg to be injected (Rhodamine WT-20)

D = straight-line distance in km from the injection point to the recovery point (Obtained 
from Table 3.1)

Q = discharge at the resurgence in m3/s (Determined from discharge measurements in the 
cave)

V = estimated velocity of groundwater flow in m/hr

inputs. Blackened circles are springs. Wavy lines are surface streams. Heavy black lines are cave passages.
Flow lines and equipotential lines are shown for diffuse flow and mixed flow, but the concept of such lines
is not applicable in a purely conduit system.” [14]
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Table 3.1  Elevation and Distance Estimates for the Site Area
Description US Units SI Units

Dye input site elevation 751 ft 229 m

Shaler’s Brook elevation ~538 ft ~164 m

Devil’s Cooling Tub elevation ~558 ft ~170 m

Dye site to Shaler’s Brook straightline horizontal distance 541 ft 165 m

Dye site to Shaler’s Brook horizontal distance along 
surface stream

640 ft ~195 m

Dye site to Devil’s Cooling Tub straightline horizontal 
distance

968 ft ~295 m

Note: all elevations are amsl – above mean sea level (2011)

A Rhodamine WT-20 quantitative dye study was conducted to determine the travel time 

from the outlet of the Post Office filter to two receiving areas in the cave system, Shaler’s 

Brook and Devil’s Cooling Tub, which are indicated in Figure 3.2. The elevations and 

horizontal distances pertinent to better understanding Figure 3.2 and the dye study are 

included in Table 3.1. 

On the afternoon of December 20, 2011, the dye study was prepared because it was 

scheduled to rain; however, the rain came much later (around 3 A.M. on December 21). A 

tipping delivery system was triggered by the rain event and released both salt and 

rhodamine dye. This set up is described more in Section 3.2.
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At the outlet of the stormwater treatment system, which services the Post Office parking 

lot, an ephemeral stream forms which drains into sinkholes downstream. The stream flow 

path and the approximate flow paths in the cave system are shown in Figure 3.2. Inside the

cave, the stream has been shown to empty into an area known as Annetta’s Dome (now 

25

Figure 
3.2  Topographic map of cave features with surface overlay. The green line represents the 
surface stream and a probable flow path of the dye to both Shaler’s Brook and Devil’s Cooling 
Tub. The red, blue, and purple lines delineate cave passages. (Courtesy of Dr. Rick Toomey at 
the Mammoth Cave International Center for Science and Learning)



Annette’s Dome) and portions are also entering into another area called Devil’s Cooling 

Tub, both located approximately 200 feet beneath the surface. Devil’s Cooling Tub and 

Annette’s Dome were part of the cave tours during the early 1900’s and tourists routinely 

drank from these flowing waters as part of their tour. Figure 3.3 provides approximate 

locations for Devil’s Cooling Tub, Annette’s Dome, and other important features in the 

cave system.
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Annette’s Dome creates another feature known as Shaler’s Brook, located approximately 

60 feet beneath the ceiling. Shaler’s Brook receives direct discharge from Annette’s Dome,

therefore it is used as an endpoint in the dye study along with Devil’s Cooling Tub. These 

subsurface areas were selected because previous tracer studies indicated relatively rapid 

rates of surface recharge at Devil’s Cooling Tub and Shaler’s Brook. At Devil’s Cooling 
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Figure 3.3  1908 Tour Map showing the 200 ft level of the cave showing cave 
features by their colloquial names, which are used to this day [72]. Annette’s 
Dome (Annetta’s Dome on the map) and Devil’s Cooling Tub were referred to 
in this study. {Courtesy of Dr. Rick Toomey at the Mammoth Cave International
Center for Science and Learning}



Tub discharge rates ranged from 0.5 L/min to 51.95 L/min. On December 20, the average 

discharge measured was approximately 7 L/min. Discharge measurements for Shaler’s 

Brook were taken at the formation known as Lee’s Cistern, which receives direct 

discharge from Shaler’s Brook approximately 50 yards downstream. Lee’s Cistern 

discharge measurements ranged from 6.57 L/min to 176 L/min. On December 20, the 

average discharge in the Annette’s Dome-Shaler’s Brook-Lee’s Cistern  system measured 

was approximately 31 L/min.

3.2 Karst Dye Study Techniques

Discharge measurements were collected at Lee’s Cistern and Devil’s Cooling Tub at 

various dates preceding the quantitative dye tracer study. These discharge measurements 

were used to determine the amount of dye needed to avoid poor results from excessive 

dilution, but also remain within a safe range to preserve the karst ecosystem. We used a 

modified version of Equation (31) to calculate the mass of Rhodamine WT-20 fluorescent 

dye needed for this tracer study. At Lee’s Cistern, discharge was measured using a plastic 

tarp to concentrate the stream and then recording the amount of time needed to fill a 

container of known volume. This was done in triplicate. At Devil’s Cooling Tub, a similar 

procedure was followed to measure discharge.

The quantitative dye study was conducted on December 20, 2011, beginning on the 

surface at the outlet of a stormwater filter, which services parking lots adjacent to the Post

Office on the park grounds. Inside the cave, fluorometers with rhodamine sensors and first
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flush samplers were placed in two areas of the cave where they measured the amount of 

time taken by the dye to move through the karst system. The locations within the cave, 

Shaler’s Brook and Devil’s Cooling Tub, were selected because they were suspected to 

interact with the surface relatively rapidly and provide surface recharge for two major 

karst springs in the formation, Echo River and River Styx (see [68] for further discussion 

of the Mammoth Cave karst aquifer drainage basin divides). In addition to the Rhodamine 

WT-20 dye study, a salt tracer study was also conducted to gain additional hydrologic 

data. The tracers were placed on a release mechanism, see Figure 3.4 for the setup. The 

release mechanism consisted of a Styrofoam tray with approximately ¼ lb of table salt 

(114 g NaCl) laying flat on the tray & 175 mL of Rhodamine WT-20 in a plastic bottle 

standing upright on the tray. This mechanism was placed in the outlet of the storm filter 

system. Below, we placed a 1st flush sampler (white plastic container with the red lid) and 

a YSI datasonde (to measure the salt concentration) set to read every 5 minutes.
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Additional 1st flush samplers and datasondes with rhodamine sensors set to read at 20 

minute intervals were placed in the cave. See Figure 3.5 to see the location of the YSI 

datasonde and the 1st flush sampler in Shaler’s Brook. See Figure 3.6 to see the location of 

the GGUN-FL Fluorometer 80526 next to the YSI datasonde in Devil’s Cooling Tub.

As the storm waters exited the filter, they reached a high enough velocity to flush the tray 

out & spill it. The tray was elevated approximately 0.5 inches in the discharge pipe to keep it

from dumping on the very first trickle; rather, it needed enough flow to lift it & destabilize it.

Based on the readings measured by the instruments, we concluded that the tracers were 
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Figure 3.4  Photograph showing the 
dye and salt release mechanism. 
Also shown in the picture are the 1st 
flush sampler and the YSI 
datasonde.



released at approximately 3:00 A.M. on December 21, 2011 due to the rain event.
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Figure 3.5  Photograph showing the pool at the bottom 
of Annette’s Dome and the beginning of Shaler’s Brook.
Also pictured is the YSI datasonde (gray and yellow 
tube in water) and the 1st flush sampler (white gallon 
jar).
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Figure 3.6  Picture showing the GGUN-FL Fluorometer 80526 next to the YSI 
datasonde in Devil’s Cooling Tub on December 20, 2011.



CHAPTER 4

RESULTS

The results of the tracer study were used to develop the residence time distribution (RTD) 

function. The RTD function [E(t)] for contaminant molecules in a non-ideal flow system is

a probability density function (PDF) which can be interpreted to define the probability that

contaminant particles present in the influent at time equals zero will arrive at the effluent 

after a time. The RTD curve is depicted as a plot of E(t) versus time as time goes from 

zero to infinity (or a reasonably long time where the RTD approaches zero) [2-4, 6, 7, 8]. 

E(t) was determined by “injecting” a pulse of a conservative tracer (Rhodamine WT-20) 

into the stream leading into the karst aquifer via the release mechanism described in 

Chapter 3 at time (t) = 0 and then measuring the tracer concentration in the effluent as a 

function of time.

The raw data results of the quantitative dye study performed at Mammoth Cave National 

Park, specifically Shaler’s Brook and Devil’s Cooling Tub are included in Appendix A in 

Tables A.1 - A.3. Table A.1 includes the first 500 minutes of the tracer (dye) collection at 

Shaler’s Brook. Tables A.2 and A.3 both include 8 hours of tracer collection at Devil’s 

Cooling Tub. Table A.2 is for the first peak and Table 2.3 is for the second peak.

The aforementioned raw data were compiled in the Calc spreadsheet program of 

LibreOffice [73] to continue the analysis. In Calc, Equations (1), (3) – (4), and (27) – (28)

were calculated for both the tracer RTD and the normalized tracer RTD models. Using the
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Solver for Nonlinear Programming LibreOffice Calc extension [74], I computed the Péclet

number (Pe) from Equation (29) using the DEPS (Differential Evolution & Particle Swarm

Optimization) algorithm [75].

Equation (32) represents the solution to the one parameter advection dispersion equation 

residence time distribution function at time θ = 0. In this case the solution is Infinity, 

although a finite tracer concentration should be expected for the initial time interval. 

Therefore, to compare the 3 RTD models, I disregard the RTD at time = 0.

Ψ(1,θ=0)=
CT (L ,t)

CT0

=
1

2√π×0
Pe

exp [
−(1−0)

2

4×0
Pe ]≈∞

(32), Equation (32) is derived in [2, 

3] and it is the same as Equation (27), except that θ = 0

and

E(t )=
Ψ(1,θ=0)

∫
0

∞

ψd θ
≈∞

(33), Equation (33) is modified from the E(t) presented in [2, 7] and

it is the same as Equation (28), except that E(t) is shown to be approximately equal to ∞

The normalized forms of the RTD for the tracer, the ADE model, and the gamma model 

were computed in LibreOffice Calc using normalized time. To determine the better RTD 

model, either the ADE or the gamma, I had to determine the mean-absolute deviation 

(MAD) [76], Equation (34), from the tracer RTD model. 
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MAD=n−1∑
i=1

n

∣yi− ŷ i∣ (34), where n represents the number of values where yi and ŷi 

differ, yi is either the value of the ADE or gamma RTD model, and ŷi is the value of the 
tracer RTD model [76]

The MAD associated with the gamma RTD model was approximately 0.038 while the 

MAD for the ADE RTD model was approximately 0.16.

I computed the four parameters (α1, β1, α2, β2) to use in the gamma RTD model which 

provided a lower MAD than that produced from the ADE model using the DEPS 

algorithm. Both a script and function files [77] were written in the M-file language of the 

numerical computation program GNU Octave [78], which is an alternative to Mathworks’ 

MATLAB®. Both the script and the function files are included in Appendix B. GNU 

Octave uses either the FLTK toolkit [79] or gnuplot [80] to produce its graphs. The 

following graphs in this article were created using gnuplot rather than the FLTK toolkit. 

The script and function files used the four parameters for the gamma RTD model to solve 

Equations (22) – (26) for the normalized gamma RTD model.  The script and function files

were also used to produce the graphs for the tracer breakthrough curve and the 

comparison of the normalized RTD curves. The results of the field quantitative tracer 

study using Rhodamine WT-20 are shown in the following figures: Figure 4.1 (Shaler’s 

Brook), Figure 4.2 (Devil’s Cooling Tub complete dye study), Figure 4.3 (Devil’s Cooling 

Tub Peak 1), and Figure 4.4 (Devil’s Cooling Tub Peak 2).
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Figure
4.1  Tracer concentration versus time for the dye study at Shaler’s Brook. This data was used to 
determine the mean, variance, and Péclet number for the karst system.
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Figure
4.2  Tracer concentration versus time for the dye study at Devil’s Cooling Tub.
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Figure
4.3  Tracer concentration versus time for the dye study at Devil’s Cooling Tub. This figure 
provides a better view of the first peak.



The results for the field rhodamine dye study conducted at Shaler’s Brook are: the mean 

residence time (tm) is ≈ 140 minutes which is from Equation (3), the variance of the 

distribution (σ2) is ≈ 7951 min2 which is from Equation (4), the dimensionless Péclet 

number is ≈ 7.56 which is from Equation (29), and the space time (τ) is ≈ 111 minutes 

which is from Equation (30). The raw data for Devil’s Cooling Tub was not analyzed in 

this study.
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Figure
4.4  Tracer concentration versus time for the dye study at Devil’s Cooling Tub. This figure 
provides a better view of the second peak.



To compare the 2 RTD models to the tracer RTD from Equation (28) [gamma from 

Equation (22) and advection dispersion equation (ADE) from Equation (28)], I had to 

normalize each of the RTDs with dimensionless time. 

Figure 4.5 shows the comparison of the normalized forms of the gamma RTD model and 

the ADE RTD model to the normalized tracer RTD model.

The results for the normalized gamma RTD model’s interpretation of the field tracer study 
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Figure
4.5  Comparing the normalized forms of the advection dispersion equation RTD and the gamma 
RTD models to the normalized tracer RTD model for the field tracer study at Shaler’s Brook.



conducted at Shaler’s Brook using α1 ≈ 37, α2 ≈ 4.6, β1 ≈ 4.5, and β2 ≈ 50 are as follows:

The dimensionless mean residence time or mean time in the system (tm) is ≈ 0.92 mean 

minutes which is from Equation (23), the mean travel distance of tracer molecules is ≈ 165

mean meters which is from Equation (24), the mean travel linear velocity (mean travel 

distance of tracer molecules/mean time in the system) is ≈ 179 mean meters/minute which 

is from Equation (25), and the dimensionless variance of the distribution (σ2) is ≈ 0.36 

mean min2 which is from Equation (26).
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CHAPTER 5

CONCLUSION

The purpose of this project was to compare the gamma RTD model to the advection 

dispersion equation RTD model for a quantitative field tracer study performed at 

Mammoth Cave National Park, Kentucky. The objective of this Thesis research was to 

determine whether the gamma RTD model is better than the advection dispersion equation

RTD model at providing useful information derived from the RTD curve.

The one parameter advection dispersion equation RTD model is obtained from the 

dimensionless effluent tracer concentration in Equation (27) which is derived from the 

solution to Danckwerts’ “Open-Open System Boundary Conditions” and then applying 

Equation (1) to Equation (27) to produce Equation (28). Equation (27) includes the Péclet

number which means that the ADE RTD model can be related back to a physical quantity. 

The four parameter gamma RTD model in Equation (22) was obtained from joining two- 

two parameter gamma distributions based on the tracer travel distance from Equation (6) 

and the tracer linear velocity from Equation (8). As the gamma RTD model is related back 

to time (length/velocity) via the physical site, the gamma RTD model is related back to a 

physical quantity. Both the advection dispersion equation RTD and the gamma RTD were 

used to analyze the non-ideal flow system in Mammoth Cave. Figure 4.5 shows both 

normalized forms of the gamma RTD and the ADE RTD compared to the normalized form

of the tracer RTD. Both the tracer RTD and the gamma RTD curves display the long tail 
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to the right that is common in tracer curves, but the ADE RTD curve does not as it is 

Gaussian-shaped.

The gamma RTD function provides information that the ADE RTD function cannot. The 

normalized gamma RTD function allows for the calculation of the mean travel linear 

velocity and the mean travel distance which are obtained from the α and β parameters 

obtained from the best fit of the normalized gamma RTD to the normalized tracer RTD. 

The dimensionless mean residence time or mean time in the system (tm) is ≈ 0.92 mean 

minutes which is from Equation (23), the mean travel distance of tracer molecules is ≈ 165

mean meters which is from Equation (24), the mean travel linear velocity (mean travel 

distance of tracer molecules/mean time in the system) is ≈ 179 mean meters/minute which 

is from Equation (25), and the dimensionless variance of the distribution (σ2) is ≈ 0.36 

mean min2 which is from Equation (26). A mean residence time of ≈ 0.92 mean minutes 

means that the probability density function or the residence time distribution function for 

this field site is not a true PDF as the area under of the curve should be equal to 1 mean 

minute (or other mean time units), refer back to Equation (2). The mean travel distance of 

≈ 165 mean meters is equal to the straightline horizontal distance from the inlet to the 

outlet at Shaler’s Brook.

As previously discussed in Chapter 4, the initial time value had to be removed from the 

comparison of the three normalized RTD models due to the normalized ADE RTD 

function computing a value of ∞ at this time. This flaw presents a major setback in using 
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the one parameter advection dispersion equation RTD function. 

The normalized forms of the gamma RTD and the advection dispersion equation RTD 

were compared with the normalized tracer RTD. The normalized gamma RTD function 

had a lower mean-absolute deviation (MAD) than the normalized advection dispersion 

equation when compared to the normalized tracer RTD function. As aforementioned in 

Chapter 4, the mean-absolute deviation (MAD) from the normalized tracer RTD function 

for the normalized gamma RTD function was ≈ 0.038 compared to ≈ 0.16 for the 

normalized ADE RTD model. The lower MAD value for the normalized gamma RTD 

function was also displayed visually in Figure 4.5. The gamma RTD function is tied back 

to the actual physical site due to its randomly distributed variables. This verification 

suggests that the gamma RTD function is a suitable alternative to the advection dispersion 

equation RTD function for quantitative tracer studies of karst aquifers and other non-ideal 

flow systems. 

RECOMMENDATIONS FOR FURTHER RESEARCH

I recommend that the following future research be conducted:
• Analyze the Devil’s Cooling Tub dye study data with the gamma RTD model

• Derive the relationship between the gamma RTD model and a first order 

biodegradation rate (mean conversion) using numerical integration

• Analyze the individual length and velocity gamma distributions and their 

relationship to the tracer RTD
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• Use the gamma RTD to analyze other non-ideal flow systems, such as bioretention 

facilities (rain gardens), rivers, air systems, etc.

• Develop a software application that will use the gamma RTD model as its foundation

to aid in the analysis of quantitative tracer studies. This program would be similar to 

QTRACER2, but it would be based off of the gamma RTD rather than the ADE 

RTD. I suggest developing this application in conjunction with other College of 

Engineering Departments and other Universities (Syracuse University, Tennessee 

Technological University, University of Arkansas, Vanderbilt University, Middle 

Tennessee State University, and/or University of Tennessee, etc.)
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APPENDIX A

RAW QUANTITATIVE TRACER STUDY DATA

Table A.1  Raw YSI datasonde data for Shaler’s Brook
Elapsed Time, min Rhodamine [C(t)], μg/L

0 0

20 0

40 0

60 9269

80 10264

100 9400

120 6814

140 4996

160 3703

180 2774

200 2099

220 1604

240 1237

260 963

280 756

300 599

320 499.8

340 476.7

360 451

380 430.4

400 408.2

420 387.8

440 371.9

56



Table A.1  Raw YSI datasonde data for Shaler’s Brook
Elapsed Time, min Rhodamine [C(t)], μg/L

460 354.1

480 338.5

500 325.6
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Table A.2  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (1st Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

0 47609 0.03

5 47614 0.03

10 47619 0.03

15 47624 0.03

20 47629 0.03

25 47634 0.03

30 47639 0.03

35 47644 0.03

40 47649 0.53

45 47654 1.59

50 47659 1.39

55 47664 1.64

60 47669 1.54

65 47674 1.69

70 47679 82.32

75 47684 1.46

80 47689 1.5

85 47694 6.94

90 47699 439.18

95 47704 1.33

100 47709 1.13

105 47714 818.49

110 47719 17.74

115 47724 105.43

120 47729 1549.27
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Table A.2  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (1st Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

125 47734 4.88

130 47739 99.39

135 47744 46.7

140 47749 693.54

145 47754 62.36

150 47759 45.72

155 47764 63.97

160 47769 2.73

165 47774 176.25

170 47779 298.96

175 47784 6.22

180 47789 1302.71

185 47794 210.43

190 47799 284.27

195 47804 77.61

200 47809 198.91

205 47814 236.55

210 47819 25.49

215 47824 312.79

220 47829 188.12

225 47834 461.66

230 47839 0.96

235 47844 1.69

240 47849 22.06

245 47854 1.13
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Table A.2  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (1st Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

250 47859 1.05

255 47864 1.19

260 47869 1.18

265 47874 1.11

270 47879 1.1

275 47884 1.01

280 47889 1.16

285 47894 0.97

290 47899 1.08

295 47904 1.15

300 47909 1.12

305 47914 1.01

310 47919 1

315 47924 1.11

320 47929 1.05

325 47934 0.95

330 47939 1.09

335 47944 1.17

340 47949 1.11

345 47954 1.19

350 47959 0.97

355 47964 1.08

360 47969 1.06

365 47974 0.92

370 47979 1.01
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Table A.2  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (1st Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

375 47984 0.95

380 47989 0.97

385 47994 0.97

390 47999 0.99

395 48004 0.98

400 48009 1.02

405 48014 0.93

410 48019 0.96

415 48024 0.95

420 48029 0.94

425 48034 0.95

430 48039 0.77

435 48044 0.94

440 48049 0.94

445 48054 0.96

450 48059 0.9

455 48064 0.89

460 48069 0.93

465 48074 0.9

470 48079 0.88

475 48084 0.95

480 48089 0.87
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Table A.3  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (2nd Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

0 52844 0.61

5 52849 0.67

10 52854 0.7

15 52859 146.93

20 52864 188.77

25 52869 86.05

30 52874 118.57

35 52879 226.6

40 52884 1.02

45 52889 2.28

50 52894 2.98

55 52899 101.62

60 52904 20.51

65 52909 92.45

70 52914 2.6

75 52919 555.21

80 52924 488.62

85 52929 1.25

90 52934 0.03

95 52939 41.22

100 52944 170.39

105 52949 1256.58

110 52954 69.94

115 52959 12.59

120 52964 0.03
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Table A.3  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (2nd Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

125 52969 573.71

130 52974 17.69

135 52979 344.66

140 52984 27.18

145 52989 82.62

150 52994 231.22

155 52999 1.83

160 53004 36.48

165 53009 203.7

170 53014 1.37

175 53019 1332.92

180 53024 2354.9

185 53029 15.95

190 53034 78.83

195 53039 570.44

200 53044 51.88

205 53049 185.98

210 53054 11.11

215 53059 0.03

220 53064 42.9

225 53069 6.44

230 53074 407.71

235 53079 180.51

240 53084 446.51

245 53089 1639.08
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Table A.3  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (2nd Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

250 53094 57.46

255 53099 28.57

260 53104 203.5

265 53109 313.51

270 53114 882.36

275 53119 29.62

280 53124 20.41

285 53129 665.59

290 53134 597.64

295 53139 130.32

300 53144 1.26

305 53149 946.69

310 53154 202.87

315 53159 1.23

320 53164 1.29

325 53169 1.14

330 53174 1.18

335 53179 1.08

340 53184 1.18

345 53189 1.14

350 53194 1.1

355 53199 1.08

360 53204 1.09

365 53209 0.92

370 53214 0.97
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Table A.3  Raw GGUN-FL Fluorometer 80526 data for Devil’s Cooling
Tub (2nd Hit)
Time, min Elapsed Time, min Rhodamine [C(t)], μg/L

375 53219 1.03

380 53224 1.04

385 53229 0.97

390 53234 0.97

395 53239 1.06

400 53244 1.04

405 53249 0.98

410 53254 1.09

415 53259 1.02

420 53264 1.08

425 53269 1.03

430 53274 0.96

435 53279 1.04

440 53284 0.99

445 53289 0.99

450 53294 1.05

455 53299 1.03

460 53304 0.9

465 53309 0.91

470 53314 1.05

475 53319 0.99

480 53324 1.07
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APPENDIX B

COMPUTER PROGRAM

saved as runsite.m
tspan_min = csvread(“Gamma-ADE-Tracer-Transform.csv”, ‘A7..A32’);
tspan_dimless = csvread(“Gamma-ADE-Tracer-Transform.csv”, ‘B8..B32’);
alpha1 = csvread("Gamma-ADE-Tracer-Transform.csv", 'B2..B2');
alpha2 = csvread("Gamma-ADE-Tracer-Transform.csv", 'B3..B3');
beta1 = csvread("Gamma-ADE-Tracer-Transform.csv", 'C2..C2');
beta2 = csvread("Gamma-ADE-Tracer-Transform.csv", 'C3..C3');
[tspan_min, tspan_dimless, restime_dimless] = 
rtimeGNUOctave(alpha1,alpha2,beta1,beta2,tspan_min,tspan_dimless);

saved as rtimeGNUOctave.m
function [tspan_min, tspan_dimless, restime_dimless] = 
rtimeGNUOctave(alpha1,alpha2,beta1,beta2,tspan_min,tspan_dimless)

#{
rtimeGNUOctave: Residence Time Distribution (RTD) function analytical 
function written specifically for GNU Octave
Author: Irucka Embry
Copyright (C) 2011, 2012 by Irucka Ajani Embry
This function is free software; you can redistribute it and/or modify it 
under the terms of the GNU General Public License as published by the 
Free Software Foundation; either version 2 of the License, or (at your 
option) any later version.
This function rtimeGNUOctave is distributed in the hope that it will be 
useful, but WITHOUT ANY WARRANTY; without even the implied warranty of 
MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the GNU General 
Public License for more details.
The GNU General Public License can be viewed online at 
<http://www.gnu.org/licenses/>.
[tspan_min, tspan_dimless, restime_dimless] = 
rtimeGNUOctave(alpha1,alpha2,beta1,beta2,tspan_min,tspan_dimless):
This function compares the normalized forms of the advection dispersion 
equation (ADE), tracer, and the gamma distribution RTD models computed 
from a quantitative dye tracer study.
 input:
    alpha1 = shape parameter in the gamma RTD model
    alpha2 = shape parameter in the gamma RTD model
    beta1 = scale parameter in the gamma RTD model
    beta2 = scale parameter in the gamma RTD model
    tspan_min = elapsed time used to produce the tracer breakthrough 
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curve
    tspan_dimless = elapsed normalized time used to produce the 
normalized RTD curve
 output:
    restime_dimless = the gamma distribution probability density function
(PDF) of the residence time, otherwise known as the gamma distribution 
residence time distribution function E(t) 
    tm = mean residence time for the non-ideal flow system or the mean 
time in the system
    sigmasqr = variance (measure of the distribution width)
    mean_distance_traveled = mean travel distance of the tracer molecules
    mean_velocity = mean travel distance of tracer molecule/mean time in 
the system
    MADg = mean-absolute deviation of the gamma RTD model from the tracer
RTD model (normalized forms)
    MADa = mean-absolute deviation of the advection dispersion equation 
RTD model from the tracer RTD model (normalized forms)
#}

if nargin<4,error('at least 6 input arguments required'),endif
if any(diff(tspan_min)<=0),error('tspan not ascending order'),endif
if any(diff(tspan_dimless)<=0),error('tspan not ascending order'),endif
if alpha1<1,error('alpha1 must be greater than or equal to 1'),endif
if alpha2<1,error('alpha2 must be greater than or equal to 1'),endif
if beta1<0,error('beta1 must be greater than or equal to 0'),endif
if beta2<0,error('beta2 must be greater than or equal to 0'),endif

format short g;

conc = csvread("Gamma-ADE-Tracer-Transform.csv", 'C7..C32');
conc = conc(:); %convert to column vector 

ADE_dimless = csvread("Gamma-ADE-Tracer-Transform.csv", 'V8..V32');
ADE_dimless = ADE_dimless(:); %convert to column vector 

Tracer_dimless = csvread("Gamma-ADE-Tracer-Transform.csv", 'N8..N32');
Tracer_dimless = Tracer_dimless(:); %convert to column vector 

%for normalized time 
n = length(tspan_dimless);
tspan_dimless = tspan_dimless(:); %convert to column vector 
ti = tspan_dimless(1); tf = tspan_dimless(n);
if n == 2
  t = (ti:h:tf)'; n = length(t);
  if t(n) < tf
    t(n+1) = tf;
    n = n+1;
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  endif
else
t = tspan_dimless;
endif

restime_dimless = (gamma(alpha1+alpha2)/
(gamma(alpha1)*gamma(alpha2)))*((beta1/beta2)^(alpha2))*((t.^(alpha1-1)).
/((t.+(beta1/beta2)).^(alpha1+alpha2)));
m = length(restime_dimless);
m = n;
restime_dimless = restime_dimless(:); %convert to column vector 
%if length(m)~=n, error('n and m must be the same length'); endif

tm = (beta1/beta2)*(alpha1/(alpha2-1)); %tm = mean residence time for the
non ideal flow system

sigmasqr = ((beta1/beta2)^2)*(alpha1/(alpha2-1))*((alpha1+1)/
(alpha2-2)-(alpha1/(alpha2-1))); %sigmasqr = variance (measure of the 
distribution width)

mean_distance_traveled = alpha1*beta1;

mean_velocity = (alpha2-1)*beta2;

n = length(tspan_dimless);

MADg = n^-1 * sum(abs(restime_dimless - Tracer_dimless));

MADa = n^-1 * sum(abs(ADE_dimless - Tracer_dimless));

close all; %closes all open figures; Source: "Plotting in Matlab - A 
quick tutorial" by Peter Norgaard
graphics_toolkit gnuplot
figure; %opens a new figure; Source: "Plotting in Matlab - A quick 
tutorial" by Peter Norgaard
plot (tspan_min, conc, "b", 'linewidth', 2);
ax = gca();
set(ax, 'fontsize', 14);
grid("off");
axis("tight");
title('Tracer Breakthrough Curve for Site');
xlabel('Time (minutes)');
ylabel('Dye Concentration (\mug/L)');
print -textspecial figure-conc-gnuplot.png
print -textspecial figure-conc-gnuplot.svg

graphics_toolkit gnuplot

68



figure; %opens a new figure; Source: "Plotting in Matlab - A quick 
tutorial" by Peter Norgaard
plot (tspan_dimless, restime_dimless, "b", 'linewidth', 2, tspan_dimless,
Tracer_dimless, "r", 'linewidth', 2, tspan_dimless, ADE_dimless, "g", 
'linewidth', 2);
ax = gca();
set(ax, 'fontsize', 14);
grid("off");
axis("tight");
title('Normalized RTD Models for Site');
xlabel('Normalized Time'); 
ylabel('Normalized RTD'); 
legend({"Gamma RTD", "Tracer RTD", "ADE RTD"}, "location", "northeast"); 
%http://octave.sourceforge.net/octave/function/legend.html
print -textspecial figure-RTD-norm-gnuplot.png
print -textspecial figure-RTD-norm-gnuplot.svg

save rtimeGNUOctaveResults.txt restime_dimless mean_distance_traveled 
mean_velocity tm sigmasqr MADg MADa 
endfunction
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